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Introduction to Statistical Depth Function and
Tukey’s Halfspace Depth

Statistical depth functions [4] provide a way to define the “depth” or centrality
of a point with respect to a probability distribution in multivariate settings. A
depth function, denoted as D(x;P ), assigns a depth value to each point x ∈ Rd

with respect to a distribution P . This concept helps to generalize univariate
rank and order statistics into higher dimensions, allowing us to understand the
relative centrality of data points within a distribution.

One of the foundational depth functions is Tukey’s “halfspace” depth, in-
troduced by Tukey in 1975. The halfspace depth of a point x in Rd is defined
as the minimum probability mass contained within any closed halfspace that
includes x. Mathematically, it is given by:

HD(x;P ) = inf{P (H) : H is a closed halfspace, x ∈ H}

Tukey’s contribution [3] is to generalize the concept of ranking to 2d. Tukey
suggested treating order statistics as oriented points that could define lines with
certain properties in the plane. Specifically, in the plane, an (i, j) line would
contain ≥ i points to its right (or on it) and ≤ j points strictly to its left. For
any integer i < n, there exists a unique line of depth i that forms a closed curve,
called the i-loop, enclosing a specific depth contour.

Axioms of Depth Function

Liu, Zuo, Serfling [4] unify the depth function by four axioms.

(A1) (Affine invariance) DPAX+b
(Ax + b) = DPX

(x) for any x ∈ Rd, any full-
rank d× d matrix A, and any b ∈ Rd.

(A2) (Maximality at the center) If x0 is a center of symmetry for P (symmetry
here can be either central, angular or halfspace symmetry), it is deepest,
that is, DP (x0) = maxx∈Rd DP (x).
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Figure 1: Illustration of depth contours: the 1-loop, 1 1
2 -polygon, and other

depth-based polygons in two dimensions.

(A3) (Linear monotonicity relative to the deepest points) IfDP (x0) = maxx∈Rd DP (x),
then DP (x) ≤ DP ((1− α)x0 + αx) for all α ∈ [0, 1] and x ∈ Rd; depth is
monotonically decreasing along any straight line running through a deep-
est point.

(A4) (Vanishing at infinity) lim∥x∥→∞ DP (x) = 0.

Chernozhukov [1] proposes below a new depth concept, the Monge-Kantorovich
(MK) depth, that relinquishes the affine equivariance and star convexity of con-
tours imposed by Axioms (A1) and (A3) and recovers non convex features of
the underlying distribution.

MK Depth

In Chernozhukov’s paper [1], he takes a totally different and more agnostic
approach, on the model of the discussion by Serfling [2]: if the ultimate purpose
of statistical depth is to provide, for each distribution P , a P -related ordering
of Rd producing adequate concepts of quantile and distribution functions, ranks
and signs, the relevance of a given depth function should be evaluated in terms
of the relevance of the resulting ordering, and the quantiles, ranks and signs it
produces.
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